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Abstract-Graph represents the real world problem with better 
clarity and more informative. Graph mining has various sub 
domains including matching which is more prominent 
algorithm. In this paper, we propose the multi labelled graph 
matching with dynamic network. Multi labelled graph give 
more information about that graph and also dynamic graph 
represent that real time applications. We apply our approach 
on social network to understand how the social network 
changes over time. Experimental evaluation of that algorithm 
in comparison with some recent algorithms in the field 
highlights that superior performance. 
 

I.INTRODUCTION 
Graph mining and network analytics is critical to a 

variation of application domains, fluctuating from 
community detection in social networks, malicious 
program analysis in computer security, to examine for 
functional modules in biological pathways and structural 
analysis in chemical complexes. There is an emerging need 
to systematically investigate the modelling, managing, and 
mining of large-scale graphs and networks in 
bioinformatics, social networks, and computer systems. 
Given a graph G, a matching M is a set of edges such that 
no two edges in M are incident on the same vertex. 
Matching is fundamental combinatorial problem that 
has applications in many contexts: high-performance 
computing, bioinformatics, network switch design, web 
technologies, etc. Examples in the first context include 
sparse linear systems, where matching are used to place 
large matrix elements on or close to the diagonal, block 
triangular decomposition, computing a sparse basis for the 
null space or column space of under-determined matrices, 
and multi-level graph partitioning algorithms where 
matching are used in the coarsening phase.  
Graph matching is most important element in graph based 
pattern recognition application. The similarity between two 
real vectors are easily defined but it is not easy to define 
how similar between two graphs. The challenge was to be 
able to import the whole set of learning and recognition 
tool in domains of graph. This can be achieved by defining 
a measure of dissimilarity directly in graph domains and 
through a representation of them in suitable space. 
There are classified in two well defined in exact or inexact 
matching. The Boolean evaluation of similarity of graph 
and more complex problem is how much they differ.The 
matching problems can befurther classified intobased on 
the objective function: 
1. Maximum (Cardinality) Matching: Maximize the 

number of edges in the matching.  

2. Maximum (Edge) Weighted Matching: Maximize the 
sum of the weights of the matched edges.  

3. Maximum (Vertex) Weighted Matching: Maximize the 
sum of the weights of the matched vertices.  

 
Matching in a bipartite graph is easier to compute than 

in general (or no bipartite) graphs. Similarly, the 
unweighted versions are easier than the weighted versions 
of the matching problem. The weighted versions may also 
have additional restrictions on the cardinality of the 
matching, e.g., a maximum weight matching among all 
matching of maximum cardinality.A complete matching, 
every vertex of the graph is incident to exactly one edge of 
the matching. A perfect matching is therefore a matching of 
a graph containing n/2 edges; the largest possible, meaning 
perfect matching’s only possible on graphs with an even 
number of vertices. A perfect matching is sometimes called 
a complete matching or 1-factor.The nine perfect 
matching’s of the cubical graph is illustrated below. 
 

 
Fig 1. Perfect Matching of Cubic Graph 

 
The class of graphs known as perfect graphs is distinct 

from the class of graphs with perfect matching. 
Dynamic graph containing the sequence of graph that 

changes over time that changes their structural as well as 
dynamic properties of network. We represent the networks 
including entities and relationship between the entities. For 
example, biological cells include various molecules and 
relationship between molecules. The biological cells are 
also active systems, which continuously change over the 
time. For analysis of the dynamic graph how that graph 
transformed to other graph also measure the difference 
between the two graphs. So our goal is also to find how and 
how much that graph is differ from each other. 
 

II.GRAPH PRELIMINARY DEFINATIONS 
In this section, we will give some preliminary 

definition, mainly regarding labelled graph, how to 
represent graph in different ways and so on. 

A Graph is a set of Vertices and a set of Edges.  G = 
(V, E). A vertex of a Graph is a connection point. A Graph 
has a set of Vertices, usually shown as V = {v1, v2, 
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...,vn}where  V = {A, B, C}  or  V = {1, 2, ... N}. The 
number of Vertices in a graph is |V|, but is sometimes 
written in equations as just V.A Vertex may have no 
connections, one connection or many connections.  A 
vertex may have any number of properties such as a name 
or a colour. 

An Edge in a graph is a connection between vertices.  
Given vertices v1 and v2 in a Graph,  the edge between 
them may be written  as (v1,v2) or sometimes [v1,v2].A 
Graph has a set of Edges usually denoted E. E = {(v1, v2), 
(v2,v3)} 

The number of Edges in a graph is |E|, but is 
sometimes written in equations as just E. 

A Graph is called Undirected if the edges have no 
implied direction. (v1,v2) is the same as (v2,v1), the edge 
just connects v1 to v2. 

A Graph is called Directed if the edges have a 
direction. (v1,v2) means an edge starting at v1 and going to 
v2. (v1,v2) is NOT the same as (v2,v1).A Weighted Graph 
has edges with an additional property, a weight. Weights 
may be integers, real numbers, or any type of quantity. (v1, 
v2, 10GPM) would indicate an Edge from vertex v1 to v2 

with a flow of 10 gallons per minute. There are special 
cases that may not allow zero or negative weights.An Edge 
colour Graph has edges with an additional property, a 
color. In general, an Edge can have many properties that 
depend on what the graph represents. (v1, v2,10GPM, 
green). 

A general graph may have a self loop which is an edge 
that goes from a vertex to itself, e.g. (v3,v3).A multi-graph 
may have more than one edge between the same pair of 
vertices, e.g.  E = {(v1,v2), (v1,v2), (v2,v3)}.In a Directed 
Graph (v1,v2) and (v2,v1) is not a multi-graph, just two 
edges going different directions. 

In an Undirected Graph sometimes (v1, v2) and (v2,v1) 
maybe included even though they are redundant and the 
Graph may not be considered a multi-graph. 

Directed - the edges have a direction, usually drawn 
with an arrow head at one end. A DAG Directed Acyclic 
Graph is a restricted case with no cycles (no loops 
following direction of edges.)Undirected - usually the 
default if nothing else said. The edges do not have 
direction.Acyclic - no cycles, there is a Path that includes at 
least one edge that can return to the starting vertex. 

Graph can be further classified into labelled or 
unlabelled. Labelled graph can be classified as vertex 
labelled, edge labelled and both vertex and edge labelled. 
Graph is multi labelled if its vertices or edges have more 
than one label. For Example when two people 
communicate with telephone, vertex represents the person 
name, id address etc. While edge represents the relationship 
between the person information like frequency of call, call 
duration etc. 
 

III.PROBLEM STATEMENT AND PROPOSED METHOD 
Graph matching plays important role in molecular 

application to social and communication network. Graph 
matching is the process of finding the occurrences of given 
pattern or given graph in large graph or structure. The 
given pattern graph, which is very smaller than large graph, 

is known as query graph, while large graph is known as 
reference graph. Labelled graph enhance the graph 
matching first that match the vertex and then match that 
label on vertex. 

Graph matching in single label is simple and easy way 
but in multi labelled with dynamic network is not easy to 
define with exact matching. 

Dynamic Multi labelled graph matching is enhance the 
multi labelled graph matching because that are used in real 
time application like social and computational chemistry 
that can also increase the complexity. 

Graph matching performance depends upon the 
labelling, indexing, nature of inputs and matching process. 
Labelling means label only on vertex or edge or both. Some 
algorithm are designed to work on only vertex labelled 
graph while some are designed to work on only edge 
labelled graph or both. Here we design algorithm which is 
multi labelled graph matching with dynamic dataset. 

The input graph has two attribute like size and type. 
That graph varies depend upon that application. For 
example, social network consist of thousands of vertices. 
So the type also play major role in algorithm. A single large 
graph or graph database with large numbers of small graph. 

The indexing process in graph matching creates the 
indexing on their reference graph vertices for matching 
purpose. The different data structure is use in indexing 
method like tree based, path based or graph based. A path 
based structure is not suitable for large network because 
that cannot handle complex network since that information 
can be lost. The matching process involved in vertex 
matching as well edge matching and both. 

This graph matching in multi labelled can be used in 
computational biology and social network analysis but that 
can handle dynamic network. That biology and social 
network are real time applications which are use dynamic 
nature of input. 
 
This paper proposes the following algorithm. 
1. Initialize the Reference graph. 
2. Initialize the Query graph. 
3. Generate the pattern list of Query graph using search 

strategy with Root vertex. 
 Root vertex=highest degree of query graph. 
4. Create the Match list of Reference graph. 
5. Compare the Match list and pattern list with 

neighbourhood information and create number of 
matches. 

6. Check with threshold. 
a. If above the threshold 

i. Create Add list of new Reference graph 
ii. Create the Remove List of new Reference 

Graph 
iii. Repeat step 4 and 5. 

b. Else 
i. Matches found. 

 
On initialize the neighbourhood information of vertex. 

To initialize the query graph, this is smaller than the 
reference graph. We also generate the pattern list of the 
query graph using BFS search strategy. Here we use root 
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vertex which has highest degree of the query graph. 
Highest degree of the vertex can be calculated by 
neighbourhood information of query graph. In next step, we 
generate the match list, we compare reference graph vertex 
to query graph vertex and generate the match list of 
reference graph. Here we only compare the vertex 
matching, but in edge matching us compare the pattern list 
and match list with neighbourhoodinformationand generate 
the number of matches. Now we check for threshold, which 
is differ and depend on the database. If value is above 
threshold we generate the new Add list,here we compare 
the vertex with neighbourhood information of query graph 
to reference graph.Add list contains new reference graph 
and old reference graph common vertex and remaining 
vertex of new reference graph. Also we create Remove list 
of new reference graph. Remove list contains the vertex list 
which is removed from new reference graph. If any of the 
vertex which is part of match list and is also part of remove 
list we remove from match list. 

Dynamic graph means graph that change their 
properties at run time. So we find that we find how one 
graph is differing from others. How that change that 
properties at runtime. We can check that dynamically 
properties in many ways like time manner, threshold value 
etc. In time manner we can check that graph in constant 
time and also that require lots of time for computation. So 
in this algorithm we use the threshold value which is 
depend upon the database. We generate the graph on 
biological network where vertices represent the 
compounds, genes, relations and reactions and edges 
represent that relationship between the vertices. That 
chemical compounds or genes change over time. Only 
when that amount of chemical compound that over the 
threshold value that shown in new reference graph. 
 

IV. IMPLEMENTATION AND EXPERIMETAL 

EVULATION 
We consider the MuGRAM, the latest algorithm in the 

graph matching for comparison of the proposed algorithm 
.These algorithm is evaluated using two data sets,DBLP 
Dataset and Enron Email Data set. The DBLP dataset, 
where vertex represents the author information like that id, 
name etc. while edge represents the publication 
information, conference information etc. Here we take 
threshold value is maximally author relationship 
information. We take another dataset Enron email dataset 
where vertex represent the employee information like emp 
id, name etc., while edge represent the email sent or receive 
by email accounts. 

All experiments are carried out on windows 7system 
with 4 GB memory and Intel Core processor. We represents 
that table for Enron data set. 

SR No Query Size 
Proposed Algorithm 

T(Sec) 
MuGRAM

T(Sec) 

1 5 0.0373 0.280 

2 10 0.0578 1.10 

3 15 0.1564 1.820 

4 20 0.2629 7.04 

TABLE I EXPERIMENAL RESULTS WITH ENRON DATA SET 

 
Fig 2. Execution time taken by MuGRAM and Proposed 

algorithm for graph matching 
 

In the subsequent experimentation, the performance of 
the proposed algorithm on Dataset characterised by multi 
labelled graph was evaluated. Since multi label with 
dynamic network enhance the performance of the multi 
labelled graph with vertex matching as well as edge 
matching with in exact matching. 
  

V. CONCLUSION AND FUTURE WORK 
Graph matching domain addresses the real time application 
like the computational biology and social network etc. This 
application is not for static network but it is used for 
dynamic network properties.The proposed algorithm is 
evaluated along with MuGRAM with same datasets. The 
proposed Algorithm found faster as compare to all 
algorithm. There is also further enhancement of that 
algorithm by paralizing the matching process. This 
algorithm scope can cover the social network and 
communication network. 
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